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Navigation Functions on Cross Product Spaces

Noah J. Cowan Member, IEEE

Abstract— Given two compact, connected manifolds with cor-
ners, and a navigation function (NF, a refined artificial poten-
tial function) on each manifold, this paper presents a simple
composition law that yields a new NF on the cross product
space. The method provides tunable “hooks” for shaping the new
potential function while still guaranteeing obstacle avoidance and
essentially global convergence. The composition law is associative,
and successive compositions fold into a single, computational
simple expression, enabling the practical construction of NFs on
the Cartesian product of several manifolds.

I. INTRODUCTION

The gradient vector field of a properly designed artificial
potential function can steer a robot to a goal, while avoiding
obstacles along the way. Adding a damping term to flush out
any unwanted kinetic energy generalizes this approach to the
second-order setting, since total energy always decreases in
damped mechanical systems [1], [2].

The problem of spurious minima and safety for second-
order plants lead Koditschek [2] to introduce navigation func-
tions (NFs), a refined notion of artificial potential functions. He
showed that every smooth compact connected manifold with
boundary, M, admits a smooth NF, ¢ : M — R [2]. Thus,
given a fully actuated Lagrangian system evolving on a such
a configuration manifold, the machinery of NFs “solves” the
global dynamical control and obstacle avoidance problem [3].
However, constructing NFs for arbitrary manifolds remains an
art: each new model space requires a handcrafted NF. Rimon
and Koditschek developed several constructions for special
model spaces including “sphere” worlds [4] and “star” worlds
[5]. Recent applications of NFs include formation control [6],
[7] and control of nonholonomic systems [8]. Also, two recent
composition schemes involve covering the configuration space
with NF-like potentials for global robot navigation [9], [10].

While a general methodology for constructing NFs seems
unlikely, an “NF designers toolbox” for families of configu-
ration spaces of practical interest seems plausible. Cartesian
product spaces provide a compelling starting point since they
imbue engineering applications: a serial-link robotic manip-
ulator constructed of lower pairs between links comes to
mind. Mathematical abstractions of physical phenomena, such
as rigid motions (SO(n) x R™), also highlight this point.
Other application-specific examples include the “occlusion-
free configuration space” in visual servoing [11]. In each case,
the systems are topologically decoupled, but mechanically
coupled. Thus, a set of tools for building NFs on Cartesian
product spaces adds a useful engineering tool to the toolbox.

This note presents a simple method by which to compose
two NFs on two respective manifolds with corners, to generate
a new NF on the Cartesian product space. The composition law

Manuscript received April 1, 2006.

N. J. Cowan is with Johns Hopkins University. E-mail: ncowan@jhu.edu

Some results from this paper appeared in the Sixth Int. Workshop on the
Algorithmic Foundations of Robotics (WAFR) in 2004.

provides a control system designer with a set of gains to shape
the resultant potential function, without imperiling the formal
convergence and obstacle avoidance guarantees afforded by the
NF methodology. Thus if the topology of the free configuration
space can be expressed as the Cartesian product of several
lower dimensional manifolds for which known NFs exists,
a new NF for the free configuration space may be easily
constructed from the constituent components; the constituent
pieces are arbitrary manifolds with corners — so long as an NF
has already been designed for each one!

II. CONTROL VIA NAVIGATION FUNCTIONS

This section briefly summarizes the work on NFs developed
by Rimon and Koditschek [2]-[5]. Specifically, I restate key
results of Koditschek [2], modestly extending them where
necessary to the present context of manifolds with corners.

A. Configuration Space

Our interest is in Cartesian product spaces, e.g. the solid
cube [—1,1]3. Such manifolds often have “sharp corners” (e.g.
the vertices and edges of the cube), even when constructed
of smooth constituent manifolds with boundary. Fortunately,
the basic construction of NFs proposed by Koditschek and
Rimon almost two decades ago for manifolds with boundary
works in the context of manifolds with corners with very little
modification, as shown below.

Following pieces of Handron [12] and Vakhrameev [13], I
define a manifold with corners as follows. A chart on a space
Qisamap ¢ : U — R™ such that ¢ maps open sets U C Q
homeomorphically onto a (solid) convex polyhedral cone. An
n-dimensional manifold with corners is a topological space Q,
together with an a (maximal) atlas ® of charts ¢; : U; — R"”,
i € T, that such that the union {U;};cr is an open cover of
Q. (Q,®) is a C" manifold with corners if the mappings

pivoit  @ilUinU;) — (U0 T;) (1)
are C" (that is, they can be extended to C" maps between
open sets of R™). The boundary 0Q is comprised of points
that are boundary points for some chart.

Note that a manifold with boundary [14] is a special case
of a manifold with corners.

A Riemannian metric on a C" manifold with corners [12]
Q is a symmetric bilinear form < -,- >, on 7, Q such that
< 8%_, % > : @(U) — Ris C" (again, it can be extended
to a C" function on an open set in R™) for any local coordinate
chart (¢, U).

Consider two C" manifolds with corners (X, ®), (¥, ¥) of
dimension n and m and with charts ¢; U —R", el
and ©; Vi — R™, j € A respectively. The Cartesian
product (X x Y, 0) is a manifold with corners of dimension
n + m, where the atlas (also called a differential structure)
O contains all charts of the form 9; ; U; x V; — R*m™
where ¥, ;(z,y) = (pi(z),1;(y)) map open sets of U; x
Vi homeomorphically onto the Cartesian product of two solid
polyhedral cones in R™ and R™, respectively, which is itself
a solid polyhedral cone in R" x R™ = R*+™,
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Clearly, for two charts ¥;,79; € ©, the mapping J;9; 1=
Pip; I Vi, is C7, since the differentiable structures on X
and ) are C". Thus, by construction, the resulting object (XX’ x
Y,0) is a C" manifold with corners. Hirsch [14] defines the
Cartesian product of two compact manifolds without boundary
in a similar manner.

B. Plant model

Consider a holonomically constrained fully actuated me-
chanical system with known kinematics and suppose the
configuration space is modeled by a compact, connected n-
dimensional manifold with corners, Q. Let (¢, ¢) € T'Q denote
the generalized positions and velocities on Q (the tangent
bundle is defined similarly as for manifolds with boundary
[12]). The equations of motion may be found using Lagrange’s
equations, namely

d 0 0

——L(q,q) — —L(q,q) = 2
a0 94 (¢, 4) 34 (¢.4) =u )
where L(q, ¢) is the Lagrangian, and w is a set of generalized
force inputs. Assume that any external potentials (such as grav-
ity) or non-viscous forces can be canceled by an appropriate
feed-forward control term.

C. Task specification

Assume that any obstacles in the workspace are accounted
for by the construction of Q, so that for obstacle avoidance,
trajectories must avoid crossing the boundary 0Q, for all ¢ >
0. The positioning objective is described in terms of a goal,
q*, in the interior of the domain, O. The task is to drive q to
q* asymptotically subject to (2) by an appropriate choice of u
while remaining in Q. Moreover, the basin of attraction £ must
include a dense subset of the zero velocity section of T'Q; this
guarantees convergence from almost every initial zero velocity
state (¢(0), ¢(0)) = (go,0) whose position component lies in
q € 9.

D. Navigation Functions on Manifolds with Corners

A functional ¢ € C"[Q, [a, b]] is Morse if it all its critical
points are nondegenerate (that is, the Hessian is nonsingular
at each critical point) [14], and admissible if 0Q = p~1(a) U
¢~ 1(b). The following definition is equivalent to Koditschek’s
definition of NFs [2], except that he required differentiability
on the boundary.

Definition 1 (Adapted from [2]): Let Q be an n-
dimensional compact, connected manifold with corners,
and let ¢* € Q be distinct point. A functional ¢ : Q — [0,1]
is a navigation function (NF), if it

1) is Morse on Q;

2) isC"on Q, r > 2;

3) is admissible over the interval [—¢,1], ¢ € R, with

9Q = ¢~ (1) (or 9Q = 0);

4) achieves its unique minimum of 0 at ¢* € Q

E. Second order, damped gradient systems

One possible control strategy involves following the gradi-
ent of an NF, ¢ : Q — [0, 1], together with a damping term,
yielding a nonlinear “PD” style feedback,’

u=-Ve(q) — Kig. 3)

It follows that the total energy,

n(g,4) = ¢(q) + x(g, 9),

where £ is a kinetic energy functional, is non-increasing [2].
Assume henceforth t}olat pis C"on Q, kis C" on T'Q, and
hence 7 is C” on T'Q.

Note that if the total initial energy exceeds the potential en-
ergy at some point on the boundary 09, a trajectory beginning
within Q may intersect Q. Fortunately, the definition of NFs
enables the construction of controllers for which the basin of
attraction contains a dense subset of the zero velocity section
of T'Q, as described by Koditschek for manifolds with smooth
boundary.

Theorem 1 (Koditschek [2]): Let Q be a compact Rieman-
nian manifold with boundary. Let ¢ : Q — [0, 1] be an NF
that is, additionally, C" on the boundary Q. Given the system
described by (2) subject to the control (3), almost every initial
condition within the set?

E={(¢;9) €TQ:n(q,q) <1} “4)

converges to (¢*,0) asymptotically. Furthermore, transients
remain within Q, namely ¢(¢t) € Q for all ¢ > 0.

We may now extend Koditschek’s result to manifolds with
corners.

Corollary 1: Let Q be a compact Riemannian manifold
with corners, and let ¢ Q — [0,1] be an NE. Then
Theorem 1 holds.

Proof: BEach set ¢~ !(1 — ¢), such that (1 —¢) € (0,1)
is not a critical value of ¢, is a smooth regular level surface.
Therefore, Q, := {g € Q ©(q) < 1 — €} is a compact
submanifold Q. C Q with smooth boundary 0Q, = ¢~ 1(1 —
€). Up to a scale factor ¢|g_ is an NF that is, in addition, C"
on the boundary Q. (since the boundary is wholly contained
in Qo, where ¢ is smooth by definition).

Now, let & = {(¢,4) € TQc:n(q,§) <1—¢} C TOQ.
Then Theorem 1 implies that almost every initial condition
within &, converges to (¢*,0) asymptotically, and no motions
q(t) cross 0Q,, for all sufficiently small e (that is, all those
epsilon for which 1 — € is greater than the largest critical
value of ). Since n is C” on TQ, then for every point
(g,q) € &, there exists € > 0 such that (¢q,q) € &, implying
that almost all initial conditions within £ converge to (¢*,0),
while ensuring that motions ¢(¢) do not cross the boundary

0Q. [ |

I'The allusion to PD control derives from the fact that near g minimum of
¢, (3) reduces to u = —Kp(g — ¢*) — Kqq, where K}, = ?)Tf(q*) is the
Hessian of .

Note that starting within £ imposes a “speed limit” as well as a positional
limit, since the total energy must be initially bounded [15].
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Fig. 1.  An NF should evaluate uniformly at the boundary. In this case,
X = [—1,1], and ¢1 does not obtain the same value at z = =£1, whereas
2 does.

F. Invariance under diffeomorphism

A key ingredient in the mix of geometry and dynamics
involves the realization that NFs are invariant under diffeo-
morphism [2]. This affords the introduction of geometrically
simple model spaces and correspondingly simple NFs.

G. Why uniformly maximal at the boundary?

The requirement that an NF uniformly evaluates to a con-
stant on the boundary is often overlooked. To illustrate this
point, let X = [—1,1], be the configuration manifold, and
let * = 0.6 be the goal. The boundary, 0X, consists of
two points, —1 and +1. As a candidate NF, one may naively
consider

01(x) = (z — 0.6)* (5)

and note that V1 (z) = 2(x—0.6), which has no local minima

n [—1, 1] except at the goal of 2* = 0.6. If the system begins
at the left edge of the configuration manifold, it will have a
total initial potential of 1.6% = 2.56, but the potential barrier
on the right edge is only 0.16. If the system is not highly
over-damped, there are no guarantees that the right boundary
will be avoided for all zero-velocity initial conditions within
the domain X. Thus, second order safety requires boundary
uniformity. The NF

(z — 0.6)>
(1—22)+ (z—0.6)2’

satisfies this requirement, as illustrated in Fig. 1.

pa(x) = (6)

III. CoMPOSING NFS ON CROSS PRODUCT SPACES
A. Construction

Consider two compact manifolds with corners, X} and X,
together with associated NFs, ¢; and ¢5. Denote the Cartesian
product space, Q = X7 x Xs. As a naive attempt to construct
a navigation function on Q, consider the sum of NFs, ¢
Q — [0, 1], given by

p(q) = 3(p1(21) + pa(a2)),

where ¢ = (1, 22). Such a function is Morse with unique
minimum at ¢* = (27, x3) € Q, where z7 € Xy, x5 € X, are
the respective goals of each NF. However, ¢ is not an NF on
Q. The problem arises because ¢ is not uniformly maximal
on the boundary of Q, given by the disjoint union of three
components
0Q = (80X X 0Xa) U (0X) x Xp) U (Xy x 0Xy).

For example, o(-) < 1 on 8X; x X,, since @5(-) < 1 on Xs.
Thus, while the sum of two NFs might be adequate for first-
order kinematic systems using simple gradient descent, it does
not ensure safety with respect to the boundary when lifted to
the second-order dynamic setting as described in Sec. II-G.

Note that the function given by ¢ — (p1(z1), p2(z2)),
maps the boundary, 0Q, to the “top and right edges” of
[0,1] x [0, 1], namely {(1,-)} U{(-,1)} and encodes the goal
g* at the point (0,0). This motivates the following definition.

Definition 2: A composition function is a functional ¢
[0,1] x [0,1] — [0, 1] such that

1) ¥(0,0) =0;

2) ¥1,)=9(,1)=1;

3) ¥is C", r > 2, everywhere but at the point (1, 1), where

it is C°.

4) ¥ is monotone increasing in both variables, i.e.

9rz2) 50,4 =1,2.

We are now ready to compose two NFs.

Theorem 2 (Navigation Function Product): Consider two
compact manifolds with corners, &} and X5, together with
associated NFs, ¢; and @9, and a composition function, 9.
The navigation function product

Y =1V,

given by ©(q) = ¥(¢1(x1), p2(x2)), is a navigation function
on Q@ = AX; x X,, with unique global minimum at ¢* =
(a1,23) € Q.

Proof: (Uniformly maximal) Since ¥ is a composition
function, ¢ achieves the value of 1 exactly when either
and/or o achieve a value of 1, which comprises the entire
boundary 00.

(Smooth) ¢ is the composition of continuous functions and
is therefore contlnuous (CO) everywhere on Q. Moreover

“1([0,1)) = @ = X, x X,, and since ¢; is C" on X,
i=1,2and ¥ is C” on [0,1) x [0,1), then on Q, ¢ is the
composition of C" functions, and is therefore C".

(Morse) Note that

8’(9(Z1,22) V@l

_ 0z
V= [aﬁ(zllzz) Vo

622

Z1=P1,22=P2

which is well defined on Q. By Definition 2, 8'9(21’22) > 0,
i=1,2, so on Qwehave

Vi(q) =0 <= Voi(z1) =0 and Vs (z2) =0.

Thus, the critical points of ¢ are given simply by all combina-
tions of critical points of ¢, and ¢9. The Hessian at a critical
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point® is given by

82 90 — 621 aa:f
0q? 0

09 (z1,22) 824,01 0 ‘|
(7)

99 (z1,22) @

922 dx3 Z1=p1,22=p2.
Thus, the Hessian matrix evaluated at a critical point (7) is
block diagonal with the positively scaled Hessians of each
constituent NF on the diagonal. Thus, since the constituent
Hessians are nondegenerate at a critical point, then ¢ is also
nondegenerate.

(Unique minimum) The critical point ¢* = (z7, %) corre-
sponding to a minimum of both constituent potential functions
is also a minimum. Moreover, it is the global minimum since
©(q) = 0 iff p;(z;) = 0, i = 1,2, which is only true at g*.
By inspection of the Hessian, all other others critical points
are saddles and maxima. [ |

B. Designing composition functions
The composition functions presented below, while by no
means exhaustive, have certain convenient properties, such as

associativity, ability to be tuned, and successive compositions
reduce to a single, computationally simple expression. Con-

sider the “squashing diffeomorphism” o [0,00) — [0,1),
defined by
e
= 8
o(a) = 0 ®
and the function, x : [0,1) x [0,1) — [0, 00), given by
21 22
 2o) = . 9
x(21,22) -2 "1-2 )

Finally, define ¥ : [0,1] x [0, 1] — [0,1] by

921, 22) = {

oo x(z1,22), when z; <1 and 2o < 1
1, otherwise.

(10)
To see that this function satisfies Definition 2 note that
-2
19(21722):%122—2122 (11)
— Z1%2
everywhere on [0, 1] x [0,1], except at z; = 2z = 1 (ie.

the “upper right corner”). In particular, note that the above
expression evaluates to 1 when either z; = 1 or 25 = 1 (but the
expression is not well defined for z; = 2o = 1). Nevertheless,
the limit

. 21+ 22 — 22129

lim ———= =1

21,22—1 1 — 2129

and therefore 1 is continuous, and well defined on its domain
[0,1] x [0, 1]. Furthermore, the Jacobian of ¥,

(919(2’1,22) 1

(1 — 22)2

0z (1 — 2122)2 [ (1- 21)2] ’

is well defined except when z; = 1 or 22 = 1, and can be
easily extended by taking the limit as z; — 1 or z3 — 1 (but
not both) to yield

lim (619(“’22)) =[1,0], lim (M) =[0,1].

z1—1 0z zg—1 0z

3This expression is not valid away from the critical points, since it explicitly
uses the fact that Vo, = 0,4 =1,2.

As can be seen, the Jacobian is discontinuous at the point
z = (1,1). It is also straight forward to compute the Hessian
matrix, which is well defined everywhere on the domain
[0,1] x [0, 1] except at z = (1,1).

Remark 1 (Semigroup property): By Theorem 2, if ¢; and
(o are, respectively, NFs on compact manifolds with boundary,
X and X, then 1 V 9 is an NF on &} x Xs, and thus V is
closed. Moreover, Cartesian products of spaces are associative,
ie.

(Xl X Xg) X Xg = Xl X (XQ X X3)

Finally, the navigation product is associative because ) is
associative, namely ¥(z1,9(z2,23)) = ¥(¥(21, 22), 23). This
can be verified by direct algebraic substitution. Thus, the set
NFs on compact manifolds with boundary forms a semigroup.
|

Remark 2 (Fold): Let X;, ¢+ = 1,...,n be n manifolds
with boundary and let ¢; be their respective NFs with goals

x;, © = 1,...,n. Using the composition function ¥, let
=@V Vo, Q=1 x X x---A&,, and let
q=(71,22,...,7,) € Q. Then

— i) >
—1-gi(r))

(Proof by induction). By definition, this is true for n = 2.
Suppose it is true for n = k, and let ¥ := @1 V o -V @y
be the navigation product of the first k& functions. Dropping
the explicit dependence on the x;’s, from (11) we have that

e(q) =U<

O = 9(o, 1) =
P41+ U(Zizl 1fw> - 2¢k+10(2i:1 1&,1)

k i
1- ‘Pk+1‘7(2i:1 1f¢i>

which, upon multiplying numerator and denominator by 1 +
Zle 1f;i, and simplifying yields the desired result. ]

Tunable composition function. While the NF framework
affords certain formal guarantees, such as dynamical obstacle
avoidance and essentially global convergence, one of the
practical limitations of the existing NF literature concerns
tuning NF-based controllers. In (3), the damping gain, K,
comprises a set of a free design parameters, but there are no
explicit hooks for tuning the potential function, unless the
designer builds such hooks directly into the NF (as done,
for example, in [16]). The composition function formed by
replacing x (9) with

Z1 zZ2

+ k

z21,29) =k
Xk(l 2) 1 21_22

1-— 21
introduces a set of tunable gains k& = (k1,k2). As long as
k1,ke > 0, it is readily shown that the resulting composition
function
oo xk(z1,22), when z; <1 and 25 <1
(21, 22) = { 1, othérwise.)
12)
satisfies Definition 2.
With appropriate choice of gains at each stage of composi-

tion, the V is associative as before. For example

D1 1) (21, D heg eg) (22, 23)) = 9 (1kg) (Vs 1) (215 22), 23),
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and o = o1 V2V, is given by

olq) = 0<i1 ) )

1 — i(;)

IV. SIMPLE ILLUSTRATIVE EXAMPLES

A. Cross product of a circle and an interval

Note that 1(8) = (1 — cosf)/3 is an NF on S! with a
goal at & = 0. The maximum value of ¢; is chosen to be
2/3, rather 1, since there is no boundary on S!. The function
¢2(x) = 2% is an NF on [—1,1], with a goal at z = 0. Let
Q = S! x [-1,1], and let ¢ = (0,z) € Q. The navigation
product o = 1 V o : Q — [0,1] is given by

14+ 22+ (—1—}—2372) cos

©(q) = (1 V @2)(8,2) =

3 — 224+ 22cosf

A 3D plot is shown in Figure 2.

-3n/2=n/2

Fig. 2. A 3D plot of an NF on S! x [—1, 1] derived from two simple NFs
on S! and [—1, 1], respectively. The endpoints of the @ axis are identified.
There are two critical points, a saddle and a minimum.

B. Cross product of intervals

Let X; = [y, 3;], for some «;, 3; € R, be two intervals and
consider a different NF, ¢; : X; — [0, 1], for each

) — (z —q;)?
‘PZ( ) (3

, =1,2
D@ —a)+ @) T

(13)

with goals at ¢, i=1,2. Let Q@ = &} x X», and let ¢ =
(¢1,92) € Q. As shown by the next example in which the
configuration space is the cross product of intervals, the naive
NF candidate given by

(pnaive(y) = %(901 (Q1) + 1 (QQ))

is not admissible, which leads to collisions with the boundary.

Joint goal
locations

Goal

Initial configuration configuration

Fig. 3. A “double pendulum.”

=

/4

-n/4 ~m/4
-/4 a /4 -n/4 q /4

Fig. 4. Contour plots of two candidate NFs on the space Q = [~ 7, %]2. The

configuration space trajectories resulting from a zero velocity initial condition,
(¢(0),0) € TQ, of the double pendulum system shown in Fig. 3, subject to
the “gradient + damping” feedback in (3) are shown by the bold curves. Left.
The potential function, @paive(q1,q2) = %(gpl(cn) + v2(g2)), is not an NF,
because it is not uniformly maximal on the boundary, and thus the trajectory
crosses the boundary. Right. The navigation product, ¢ = @1 V 2, from
Theorem 2 is an NF, thus ensuring safety with respect to the boundary. Note
that the closed interior of each level curve shown is a set Q. as defined in
1I-D.

C. Double pendulum

A simulated two link revolute-revolute mechanical system,
as shown in Fig. 3, illustrates the consequences of naive
artificial potential function design. Joint limits were set to
+7%, and thus Q = [-7, %]2. Simulated link lengths were
{1 = #5 = 1 and masses of m; = mo = 1 located at the end
of each respective link. Finally, the damping matrix was set
to Kq = diag{1.5,0.5}.

For each DOF, the NF, ¢;, ¢ = 1,2, was given by (13),
where the goals were chosen to be (¢f,¢3) = (—3%,0). The
control law was given by (3) for both the “naive” potential
function, ¢naive = (1 + ¢2), and a true NF given by ¢ =
©1 V2.

If the links were mechanically uncoupled, then control based
on, ®naive, Would guarantee that all zero-velocity initial condi-
tions within the free configuration space, O, safely converge.
However, the mechanical coupling between the links renders
the behavior undesirable since the first link violates its joint
limit, as shown in Fig. 4.

V. CONCLUSIONS

The goal of this note is to enable a control-system designer
to construct an obstacle avoiding “spring law” for each sepa-
rate configuration component of a Lagrangian system, and then
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stitch the spring laws together in such a fashion that dynamical
obstacle avoidance is maintained even for coupled mechanical
systems. The proposed composition is associative, tunable, and
computationally simple. Of course, designing the constituent
navigation functions for each component may be challenging!

Building on Koditschek’s observation that NFs exists for
all manifolds with (smooth) boundary, the results of this note
imply that any manifold comprised of the Cartesian product
of multiple manifolds with boundary also admits an NF,
despite the introduction of corners. The next step might be to
show the existence of NFs on general manifolds with corners.
Considerably more challenging would be to show the existence
of NFs on Whitney stratified manifolds. Fortunately, manifolds
with corners were sufficiently general to solve the problem at
hand, namely “second order” navigation on Cartesian product
manifolds, and Morse theory for manifolds with corners [12],
[13] is considerably simpler than stratified Morse theory [17],
[18].
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